Jm |5~ V2 i@t =0, g [+ VsEY)
e [|[vseh)

Show that {Hmk — a:"‘||} converges superlinearly.

1.4.6 (www)

Apply Newton’s method with a constant stepsize to minimization of the function

f(z) = ||z||°. Identify the range of stepsizes for which convergence is obtained,
and show that it includes the unit stepsize. Show that for any stepsize within

this range, the method converges linearly to z* = 0. Explain this fact in light of
Prop. 1.4.1.

1.4.7
Consider Newton’s method with the trust region implementation for the case of

a positive definite quadratic cost function. Show that the method terminates in
a finite number of iterations.

ov}/

fil . mnd fesnmntinm
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Consider Newton’s method with the trust
a positive definite quadratic cost function.
a finite number of iterations.

region implementation for the case of
Show that the method terminates in

(a) Consider the pureform-of Newton’s-method for the case of the cost function

f(z) = Ilmll-gfrwherebﬂ“\?__\}. For what starting points and values of 3 does
the method converge to the optimal solution? What happens when 3 < 1?

(b) Repeat part (a) for the case where Newton’s method with the Armijo rule
is used.

1.4.9 (Computational Problem)

Consider a firm wishing to maximize its earnings by optimally choosing the selgng
price of its product, denoted y, and the amount spent for advertising, denoted z.

Assume the following relationships:
E — yﬂ: _ (z +92($))1

2
z=g1(y,z) =n + agy + asz + aayz + sz’
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Hint: Use the line of argument of Prop. 1.3.2 together with the capture theorem
(Prop. 1.2.5). Alternatively, instead of using the capture theorem, bl
proof of the subsequent Prop. 1.4.1.

1.3.3

Consider a positive definite quadratic problem with Hessian matrix Q. Suppose
we use scaling with the diagonal matrix whose ith diagonal element is g;; ! where
gii is the ith diagonal element of Q. Show that if Q is 2 x 2, this diagonal
scaling improves the condition number of the problem and the convergence rate

of steepest descent. ( ‘
Prort fef U= X X7, Ahus o

/ r ' “(\.I
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Note: This need not be true for dimensions higher than 2.)
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gii is the ith diagonal element of Q. Show that if ¢ 1s 2 X £, LU Lrlll::t:':(l‘
scaling improves the condition number of the problem and the Convcilrgetha (2 )
of steepest descent. (Note: This need not be true for dlmen'alons higher n

PR Y .\ = .{ / g Y . - -K-v‘,‘ff
: VIr 2 3
! u'f@’-."- - o H )
/ \/3 4 (Steepest Descent with Errors) [ 2RV k) 4
\f}'?-\ - \,l'":- > ’\ W . .. n__.(".,} ‘J; c
Consider the steepest descent method 22 P T ,( o TL 77
k+1 __
e r A
z m, (Vlf(:v)+ 9 |

€Y =N [fu*"r«* ,-i(l e
; = {Idg~s4 )
where s is a constant stepsuze e is an error sa.tlsfymg Hekll < g for all k, and f

is the positive definite quadratic function

Y] < gl(ut s

f@%—ﬂm—m)@@—w)./f-“ AL AP

— £ 49i2] :;. [1+80 130
Let — “« L ,

q_max{|1-sm| |1—sM|} e
iz }x i F‘l 'y 8y
where ARy N
= L& S
m : smallest eigenvalue of Q, M : largest eigenvalue ‘of Q,

and assume that q < 1. Show that for all k, we have

: Tius
o5 7
||_11_?_;f{ | < +q I|m z et

N

» IR r..‘.*'
gl wt L N
\ \/-’L ik/}_, )’\’ ,.f
‘1\) _“/“\./ ‘_,-

r 4
N
P

e~
\ oy
1
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U

i

LU DuLLE VeULUL € uedrly, and in tact we have """" L= J vwuvelpges

k *
le” —e*|| < g8*

for some scalar ¢ and all k. Hint: Show that {e*} is a Cauchy sequence.

1.3.31 (Convergence Rate of Steepest Descent with the

Armijo Rule) @ P] 9 ’}9

T N———

Let f: R"™ — R be a twice continuously differentiable function that satisfies "
X
miyl® <YV i@y <Mlylt,  Veyer,  [v--0q 1
v

where .nL&n\’ M /are.some.posmve scalars. Consider the steepest descent method
okt = gk ka(a: ) with cu: determined by the Armijo rule. Let z* e the

‘-\3!58 unconstrained minimum of f and let \ d; _ 5"‘“ V’ , Yi&

\ . 4mpo(1 — a).
. il oFH ‘y .
Show that for all k, we have ikt i ? ('b c
f(@*H) - f(z") < r(f(=5) - (=),
3
and ; " o
|z* — =*||* < gr”, ¢ ) 1
\ - 4
where g is some c_qn__stant. C 1L KW
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W) Unconstrained Optimization Chap, |
L

1.4.3 (Combination with Steepest Descent)
\

Consider the iteration @ -
with initial stepsize s = 1, 0 € (0,1/2), and d_ is equal to

M1 b g oMY where a¥ is chosen by the Armijo ryj,

dy = —(V3f @) T V@)

it V27 () is nonsingular and the following two inequalities hold:
- ) D
i<
Ky 11 N
al[ViEH[[™ < -V ity d,
2l

ldN 1172 < ea|| V£ (2))I;

r.:__:,—.ﬁ.mmc

F- -
d" = -DVf(a*),
where D is a fixed positi i
§ ) ositive definite syn . .
. _ met 4
et Sy h A etric matrix. The scalars c;, c2, P1:

B e L 2 "
~s@radient relatedy Furthermora every e H.:m:o;, 5t fheesjuerps o]
3

?.J.ccE..,,_.mcwéc a nonsingular _oom_u :.:.; point of {2*} is stationary, and if

iR o g mix .

e = 211} is supetlinear. Hium 27, the rate of convergence of
NN caong g

v L

Jo Rule Along 5 Curved Path)

This exerc;
4 nﬁ.—&ﬂ IOV
T i ~||Od Hgmw a n—o.—um:f. Falat T
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